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My Background

A West Virginia University
¢ BS Electrical Engineering
¢ BS Computer Engineering

A CarnegieMellon University
¢ MS Electrical and Computer Engineering
¢ Data Storage Systems Center

A LockheedMartin & Raytheon

A IBM
¢ Development (Tucson)Software Engineer 10 years
¢ Data replication, disaster recovery, GMBRCMETPC for Replication
¢ Global Support Manager (New York Cgylorgan Stanley 2 years
¢ IBM Master Inventor

A VicomInfinity
¢ Enterprise Storage Architecture and Servicds years
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Why are High Avalilability & Disaster Recovery Important

A Information is your most important commodityneed to protect it
Az KIG KFLILISya G2 @2dz2NJ O2YLIl ye AF é&2dz |
a minute? An hour? A day? A month?

A How much money does your company lose every minute?
¢ Amazon.com lose$66,240 per minute (Forbes.coqB/19/2013)
¢ Ebay.com loses $120,000 per minute (ebay.com)
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| essons Learned from Previous Disasters

A Rolling disasters happen

A Distance is more important

A Redundancy may be smoke amifrors

A 1If you havenot successfullyested your exact DR plan, you do not have a DR plan

A Automate as much as possible
¢ Increase dependency on automatianddecrease dependency on people
¢ Automation provides the abilitio test over and over until perfect
¢ Automation will not deviate from procedures
¢ Automation willNOT makenistakes (even under pressure!)
¢ Automation will not have trouble getting to the DR site
A Recoversite Considerations
¢ Site capacity (MIPand TB$ needsto be sizedo handle the production environment
¢ Whatis the DRPlan after successful recovery fradisaster

¢ Disastergnay cause multiple companies to recover and that puts stress on the
commercial business recovesgrvices
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Replication Beyond Disaster Recovery

Disaster Recovery/ Availability Operational
Business Continuity Improvements Efficiency

Minimize data loss Backup Window Data Mining
Minimize restart time Tape Backup Content Distribution
Increase distance Data Migration Software Testing

Enable automation Archival
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Some Definitions

A Recovery Point Objective (RPO)
¢ How much data can you tolerate losing during a disaster
A Recovery Time Objective (RTO)
¢ How much time will it take to get your systems up and running again after a disaster

Replication Method

S e

%
App-Based Storage-Based W W

App-Based J Storage-Based App-Based Storage-Based
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7 Tiers of Business Recovery Options

Key Customer Objectives:

RTO 1 Recovery Time Objective
RPO 1T Recovery Point Objective

Mission Critical Data

'_\
o
o
o

Tier 7 - RPO=Near Zero, RTO <1Hr.
Server/Workload/Network/Data
700 Automatic Site Switch

ier 6 - RPO=Near Zero, RTO= Manual - Disk or Tape

400 T RPC
wa Mirroring
100 Tier 5 - RPO > 15 min. RTO= Manual: PiT or

SW Data Replication

(Servers/Network Bandwidth/Storage)

2

< 50 : _ .

S Active Tier 4 - Data Base Log Replication &

O :

c Secondary Site ost Log Apply at Remote

= 10 RPO: 4+ hrs - : :

9 RTO: 4+ hrs Tier 31 Electronic Tape Vaulting

o

- Tier 217 PTAM & Hot Site
s L RPO: 24+ hrs

S 4 Point-in-time Backup to Tape -3 Days Tier 17 PTAM

15 Min. 1-4 Hr. 4-8Hr. 8-12Hr. 12-16Hr.. 24 Hr.. Days Less Critical Data

Time to Recover i How quickly is an application recovered after a disaster?

*PTAM T Pickup Truck Access Method
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Application-Based vs. StoragBased Replication (1)

Application/File/Transaction Based
A Specific taapplication/file system/database

A Generally less data isansferred
¢ Lower telecommunication costs
A No coordination across applicatiorfsSsPBs etc.
A Applications changereplication may need to change
Aal @& F2NHSUO da20KSNbh NBfFOGSR RFEOGF ySOS:
A With many transfers occurring in a corporation, it may be difficult to determine

what is where in a disaster. RTO/RPO may not be repeatable, auditing may be
difficult

A Many targets possible (ex.ilions ofcell phones)
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Application-Based Replication Examples

DB2 HADR
A High availabilitysolution for both partial and complete sifailures

A Logdata isshipped and applied to standby database
¢ One or more standby databases
A If primarydatabase fails, applications are redirectedite standby database

A Standbydatabase takes over in seconds
¢ Avoids database restart upon a partial error

LVM Mirroring

A Create morghan one copy of a physical partition to increataa availability
A Handled at the logical volume level

A If adiskfails, can stilhave accesthe dataon analternate disk

A Remote LVM mirroring enables use of dikl@ated atmultiple locations
¢ Replication between multiple storage systems via a Storage Area Network (SAN)
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Application-Based vs. StoragBasedReplication (2)

StorageBasedc Block Level Replication
A Independent of application, file systems, databass,
A Common technique focorporation
¢ Managedby operations
A Generally more dat&ransferred
¢ Higher telecommunication costs

A Consistency groups yield cross volume/storage subsystem data
integrity/consistency

A Independent of applicatioshanges.
¢ Mirror all pools of storage
A Consistent repeatable RPO.
A RTCQdepends on server/data/workload/network
A Generally a handful of targets

A Specific to data replication technique (tied to specific architecture & devices that
support if)
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What Does Data Consistency Really Mean?

AForstoraged SR NBLIX AOFGA2Y X 6 S cdndiskencyr | £ 1 A\
A Typical Database transaction:

1. Update logg database update igbout to occur
2. Update database
3. Update log databaseupdatecomplete DB-2

A Host is very careful to do each of the transactions in order
¢ This provides power fail data consistency

A BUT, thesdransactions are likely done to different volumesssibly ordifferent
control units

A Failure to be careful about transaction order results in loss of data consistency
and data may become unusable

A In order to ensure data consistency at secondary site, dependent writes must be
done in order

A How does a storage system know which writes are dependent?
¢cLO R2SayQi
¢ What it does know is that writethat are done in parallel are not dependent
¢ Any writes NOT done in parallel are assumed to be dependent

A This is exacerbated fasynchronous replication
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StorageBased Replicatiof echniques

Tape
A Pickup Truck Access Method (PTAM)
A Virtual TapeReplication

Disk

A Pointin-Time Copy

A Synchronous Replication

A Asynchronous Replication

A Threesite Replication (Synchronous & Asynchrorous

Automation

A Hyperswap

A Tivoli Storage Productivity Center for Replication
A Globally Dispersed Paral®yspleXGDPS)
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Tape Replication PTAM

A Backups created and dumped to physical tapes
¢ Recovery Point Objectives quite hig&4 hours at best?
A Tapes are literally picked up by a truck and taken to another location
¢ Hot site
¢ Storage only
¢ Recovery Time Obijective fairly high in both cases
A Lower cost and simpler option than disk replication
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Tape Replicatiorr Virtual Tape Grid

A Virtual Tape Servers appear to hosts as standard tape volumes
¢ May or may not actually contain tape drives and tapes
A Multiple clusters can be put together into a tape grid
A Tape volumes can be selectively replicated to one or more other clusters
A Tape volumes can be accessed through any cluster in the grid
¢ Whether or not the tape volume physically resides on that cluster
A Certain virtual tape server models have physical tape librarieg,ster 1
behind them that can offload volumes to actual tapes TS7740
A Hybrid with characteristics of both tape backup and replicatior s

¢ Recovery Point Objective much
better than PTAM

Cluster 0
TS7720

TS3500

Cluster 3
TS7720
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7 Tiers of Business Recovery Options

Key Customer Objectives:

RTO 1 Recovery Time Objective
RPO 1T Recovery Point Objective

Mission Critical Data

'_\
o
o
o

Tier 7 - RPO=Near Zero, RTO <1Hr.
Server/Workload/Network/Data
700 Automatic Site Switch

ier 6 - RPO=Near Zero, RTO= Manual - Disk or Tape

400 T RPC
wa Mirroring
100 Tier 5 - RPO > 15 min. RTO= Manual: PiT or

SW Data Replication

(Servers/Network Bandwidth/Storage)

2

< 50 : _ .

S Active Tier 4 - Data Base Log Replication &

O :

c Secondary Site ost Log Apply at Remote

= 10 RPO: 4+ hrs - : :

9 RTO: 4+ hrs Tier 31 Electronic Tape Vaulting

o

- Tier 217 PTAM & Hot Site
s L RPO: 24+ hrs

S 4 Point-in-time Backup to Tape -3 Days Tier 17 PTAM

15 Min. 1-4 Hr. 4-8Hr. 8-12Hr. 12-16Hr.. 24 Hr.. Days Less Critical Data

Time to Recover i How quickly is an application recovered after a disaster?

*PTAM T Pickup Truck Access Method
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Point-in-Time vs. Continuous Replication

Point-in-Time

Local copy of data
Data AFrozeno
A Provides protection against logical corruption, user error

A Datais not the most current

Continuous Replication

Remote copy of the data
A Provides protection against primary storage system or data center issue

Continuously updated

A Datais always current (or close to it)
A Corruption/Errors on the primary site will be transferred to the secondary
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Point-in-Time Copy

A Internal to Storage System

A New copycreated and available immediately

A Possible to read & write to both volumes
A No-Copy

¢ No data is copied to Target unless updated on the Source

A Copy on Write

¢ Data must be copied to Target before being updated on Source

A Background Copy
¢ All data from Source copied to Target

¢ Relationship typically ends when copy is complete

A Incremental Copy

¢ Full background copy is done the first tig&, ... 0 source

¢ Only changes copied subsequently
A Space Efficient/Thin Provisioned
¢ Only allocate space as it is used

-

Storage System

g - B
\ J

~N
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Synchronouskeplication Overview

SMITRENVELS
Write Acknowledge

Write to Secondary

Write Acknowledged to Primary

Primary Secondary
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Synchronous Replication

A Data on secondary storage system is always identical to primary
¢ Recovery Point Objective of O
A Standard implementation for many storage vendors
A There is an impact on applicatiorOlé
¢ Dependent on distance between primary and secondary
¢ Distance to 300 km
¢ Bandwidth must be sufficient for peak
A Data Freeze technology keeps all pairs in consistency group consistent
¢ Requires automation to guarantee consistency across multiple storage systems

g J

( Primary \ (Secondary\
Storage Storage
System System

Synchronous
Replication

\_ _/
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Practice How you Recover and Recover How you Practi

A Proper Disaster Recovery Tests require time & effort & commitment

ALFT &2dz KISy Qi &adz00SaafdzZtée (G4SaitSR &
A A DR test may require you to stop data replication temporarily

A Use Practice Volumes to test properly while continuing replication

A Practice Volumes can also be used for other activities
¢ Development, testing, data analytics
A Make sure you always recover to the Practice Volumesgen in a real disaster
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Synchronous Replication with Practice Volumes

A Standard synchronous replication as the basis

A Typical synchronous replication requires replication outage for DR testing
A Practice volumes provide capability to continue replication during DR testing

A Data is recovered to secondary storage system

A Pointin-Time copy created on secondary storage system

A Replication is restarted while access to H2 volume still available

A Should recover in actual disaster using the same method

( Primary \

Storage
System

Synchronous
Replication

. _/
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-

g

Secondary
Storage System

PIT Copy for
DR Testing

- D

~

J
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AsynchronousReplication Overview

S I WEINELS

Write Acknowledge

6

Write to Secondary

Write Acknowledged to Primary

Primary Secondary
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Asynchronous Replicatiog No Consistency

w Asynchronous transfer afata updates

w No distance limitation

w Little impact on application @s

w Secondary not guaranteed consistent
w No write ordering

w No consistent data sets
w Hosts/Applications must be shut down to providensistency

w Most useful for migration
w Cantransitionto/from Synchronouseplication

( Primary \ (Secondary\
Storage Storage
System System

Asynchronous
Replication
ﬁ
\ _J N\ _J
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Asynchronous Replicatiog Two Volumes

w Asynchronous transfer of datgpdates
w Recovery Point Objective > 0

w No distancdimitation

w Little impact on application @s

w Data consistency maintained via.:

w Write ordering
w Consistent data sets

w If bandwidth is not sufficient for peak, data will back up on the primary
w Some vendors require extra cache

( Primary \ (Secondary\
Storage Storage
System System

Asynchronous
Replication
-,
g J g _J
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Asynchronous Replicatiog Three Volumes

w Asynchronous transfer of datgpdates

w Recovery Point Objective0>

w No distance limitation

w Little impact on application @s
w Data consistencgreated using '8 volume
w Consistency coordinated by primary storage system

w If bandwidth is noti dzF T A OA Sy (i

( Primary \

Storage
System

Asynchronous
Replication

- J

29

F2NJ LISF1Z wth gAff

-

N\

Secondary
Storage System

PIT Copy

- &9

~

J
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Asynchronous Replication With Practice Volumes

A Standardasynchronouseplication as théasis
¢ Could be any of the consistent variants
A Typicalasynchronouseplication requires replication outage for DR testing
A Practice volumes provide capability to continue replication during DR testing
A Data is recovered to secondary storagyestem in typical manner
A Pointin-Time copy created on secondary storage system
A Replication is restarted while access to H2 volumeastiilable
A Should recover in actual disaster using the same method

( Primary \ / Secondary \

Storage Storage System
System

Asynchronous

\ J Replication ﬁ
.
_ Y
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Asynchronous Replicatiog z/OS Interaction

w Asynchronous transfer of data updates
w Recovery Point ObjectiveO>but very low (~seconds)

w No distance limitation

w Little impact on application @s
w Managed bySystem z

w Multiple Storage vendors

Source %
z Host 3 Target
= Z Host
0 2
g 3
& <
< g
= =
® Asynchronous
Replication
Controlled by SDM on ( \
H1 Target System z Host H2
Primary Secondary
Storage Storage
System \ System )
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