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Presenter
Presentation Notes
In this presentation there will be quite a bit of focus on “why Linux on System z”

This is an overview, therefore reasonably high level, and you’ll find more detail in the Linux on System booth on every topic covered here


()
why Linux on System z?

Linux on System z is energy efficient technology
o Reduce energy consumption and save floor space
o Increase utilization and operations efficiency
o Reduce staffing resources required
o STOP Server Sprawl

a Economics of IFLs and z/VM® help drive down cost of IT

o Perpetual license, separate from MIPS calculation

o Consolidate from distributed environments to Linux on System z to
reduce server sprawl and simplify operations
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Here’s a snapshot of benefits, the ensuing slides will expand and provide some supporting detail



O
Linux on System z — a growing market

35% of IBM System z customers run Installed Linux MIPS
Linux on System z (includes 63 of top Growing at 39% CAGR*
100)

IBM shipped approximately 2,000
Integrated Facility for Linux (IFL)
specialty engines in 2010

Installed IFL MIPS increased 24% in
2011

20% of System z MIPS are deployed
to support Linux
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e Over 3,000 applications are available for Linux on System z

Source: IBM, April 2012
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One thing is for sure, Linux on System z is a growing market and there’s strong evidence to support this claim. 

Recent data from IBM indicates that just over 1/3 of IBM mainframe customers run zLinux, including 63 of the top 100 biggest mainframe organizations

IBM also reported that they shipped ~2,000 IFL’s last year, which was an increase of 24% in 2011

At this point, more than 3,000 Linux applications are available on this platform

Some this IFL growth can be attributed to the introduction of the zEnterprise, which delivers  60% more capacity and 27% lower cost. This due to the faster speed of the IFL on the zEnterprise, and in conjunction with the larger cache memory structure enables you to host even more virtual servers per processor core than the z10.





national insurance company saves money with

Linux on System z

— Business Challenge
—  Pressure from IT growth forced IT investment priorities
— What started as consolidation project, created unexpected
energy savings bonus

— Solution
— Used Linux on System z and z/VM virtualization to
significantly consolidate servers

— Benefits Saved S15M over three years
—  Saved $15 million dollars over 3 years Lowered power and floor
—  Software costs went down from $3M to $500K space by 80%
Lower middleware costs (DB2, WebSphere) 36 IFLs for production
— Production: 36 IFLs / 216 Linux servers / 974 apps environment
~ Development: 21 IFLs / 451 Linux servers / 2,072 apps 21 IFLs for development
— Lower power and floor space by 80% over alternatives environment
— Additional infrastructure savings related to networks, 50% reduction in Web

cables, racks, etc. infrastructure charges

—  50% reduction in monthly charges for Web infrastructure Dramatically improved server
— Dramatically improved server provisioning speed provisioning speed
— Able to add workloads without additional FTEs
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Let’s get into some examples of customer experiences with Linux on System z

One customer case study that illustrates these cost savings is Nationwide …they began migrating workloads to Linux on System z about six years ago, and they presented an update on the benefits they’ve received with Linux on System z at the IBM System z University in Oct, 2011

Lowered power and floor space by 80%
They report saving $15M dollars over the last 3 years
with 36 IFLs running 974 applications in production and 
21 IFLs running over 2,000 applications in development 

In addition to the various cost savings you see here, one of the key benefits they speak about is the enhanced provisioning speed and capacity on demand they’ve experienced … one good example they provided of this is:

Back in 2006, Nationwide ran a TV ad during the Super Bowl game – they knew this ad would generate increased demand, and that they would need additional system capacity to support this demand. They were told to expect this to be about 15-20x what they were currently running. 

So they went with zLinux and got an additional IFL for a couple weeks to handle the increased load –this enabled them to quickly accommodate the increased system demand, and their capacity actually grew about 22x in those weeks after the ad ran.
______________________

Production - 216 virtual servers in 974 application on 36 IFLs- running on 6 VM LPARS
Development - 451 servers with 2,072 apps running on 21 IFLs on 6 VM LPARS – providing backup to support disaster recovery strategy




Linux on System z

most efficient platform for large scale consolidation

® | ower acquisition costs of hardware and ® Reduce floor space by up to 90% compared
software vs. distributed servers* to distributed servers*

® Less than $1.00/day per virtual server ® Reduce energy consumption by up to 80%
(TCA)* compared to distributed servers*

Example: Consolidate 40 Oracle server cores to 2 Linux engines on zEnterprise

Consolidation to Linux on System z

™y $2.0
o
§ $1.5 [l Hardware maint
= H
ZE) $1.0 ll Hardware
— B Software S&S
é‘é $0.5 - B Software OTC
™ $0.0

Intel z10 2196

Platform

* Source: IBM (Distributed server comparison is based on IBM cost modeling of Linux on zEnterprise vs. alternative distributed
servers. Given there are multiple factors in this analysis such as utilization rates, application type and local pricing, etc.; savings
may vary by user.
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This slide summarizes an additional case study from IBM that highlights the savings a customer achieved by consolidating to Linux on System z. 

It compares hardware and software costs of running 40 Oracles servers on Intel processors …  versus the cost of consolidating those 40 distributed servers to run on 2 IFL’s on the mainframe (this slide shows costs of running on a z10 and then further cost reductions that can be provided by running on a z196).

They also noted that the customer:

Reduced floor space by 90%

Energy consumption by 80%

TCA benefits – speed of provisioning as well as minimal cost per day of additional virtual servers





Linux on System z: ROI proof point

worldwide manufacturer

Worldwide manufacturer of electric motors and
power transmission products

Business growth and acquisitions - Migrated their global SAP — Have driven down IT costs to less than
were causing server sprawl implementation to Linux 1% of revenue (compared to industry
average of about 3%
— Running SAP on distributed on System z & )
— Greatly reduced software costs
systems model .
~ Use UPSTREAM for Linux (particularly operating environment
- Hardware upgrades were on System z for data costs)
resource intensive and backup and recovery and I .
expensive _ — Eliminated numerous Unix servers
P R er-msure business (and corresponding human-related
- Required faster connectivity to continuity management costs)
DB2 on System z —Increased utilization of systems
- Wanted one solution/platform environment
to manage — Experienced 31% improvement in
- Wanted one target for application response time after
backups migrating SAP from AIX to Linux on
System z
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In a nutshell, in this case this worldwide manufacturer was, like many, dealing with excessive cost issues directly related to server sprawl as their main challenge. This was addressed by migrating their SAP application to Linux on System z. 

Interestingly, this organization had one target as one of their backup requirements. UPSTREAM for Linux on System z, a solution I’ll talk about a little later, addressed this requirement with backing up to z/OS.

The desired benefits were realized, including reduced software costs, faster connectivity to the DB2 backend on z/OS and much higher system utilization.

In summary, when you eliminate server sprawl you will undoubtedly reduce cost.




increased efficiency from Linux on System z consolidation

Distributed | Ratio of Distributed

o B .
é Customer Cores to IBM System z cores - CRENERE EEE
Insurance Company 60 30to 1 48 hour migration
Government -
292 58t01 70% cost savings
Agency
Large Bank 200 50to 1 S9M savings
Reduced payment
Bank in Russia 200 50to 1 u pay
processing costs by 95%
Trading Company 40to 1 Scale and availability

Source: IBM — The Art of the Possible: Linux Workload Consolidation on System z (Feb 2011)
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This slide here provides an indication of the extent to which you can consolidate distributed servers onto Linux on System z, and in particular processor ratios between platforms. The range here varies between 30 and 58 distributed cores to 1 IFL.

Again, by consolidating you save administrative costs, power and cooling, floor space etc. The cost savings reported are consistent with other case studies in terms of orders of magnitude, such as 70% reported by the government agency.


()
Customer saves $1.5M with Oracle on 1 System z

versus 45 Oracle x86 servers

3-year C osts Distribution ® Dow rtime Tirme
B OF. Eguipnmeni
5000 000 W Ois aster Recoveny Equipment
4 5[}[} U‘U’D i .S‘fﬂﬂdl'l’il'l
1000000 4 W Annual Enterprise Netw ork
0 Annual Software Support
3500000 - 0O Software License
3000 000 A E Annual Disk Starage Maintenance
2 500 000 -: B Annual Connectivity Meintenance
2 000 000 o Annual Sarver Maintenance
W Dis k Acquisition
LRELLLLLL B Connectivity Acquigition
1 000 0CO O Sery er Acguisitio
500 o004 O Transistion Costs
0 : e | |OFaciities
x86 System z B Floor Space
) . . = Pow er
72% reduction in SW maintenance costs N
95% reduction in connectivity costs Mote: Upgrade
75% reduction in powerf/cooling costs required for
60% reduction in System Admin costs mainframe; Dell and
HP were existing HW
o-year Cost Comparison 1st Year 2nd Year ard Year Ath Year oth Year
il 923 625 1847 250 2770 BVd 3 694 499 4 618 124
System z 1482 558 1871822 2 261 D85 2 650 348 3 039 611
Delta 258 934 24 572 -509 789 -1 044 151 -1578 513
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Here’s yet another example of consolidating Oracle servers on System z, the previous involved 40 servers and this one 45.

Again, the cost savings are consistently high

72% reduction in software maintenance costs
95% reduction in connectivity costs
75% reduction in power/cooling costs
60% reduction in admin costs

In this example you can see the level of detail in terms of cost components considered over a 5 year period. Even though the mainframe included a significant upgrade cost during this period, and no upgrades in the distributed scenario, the mainframe still came out significantly cheaper. Can you imagine if upgrades were required on the distributed side? 



= .
large bank reduces space, energy requirements, saves $1.5m+

(details for previous slide)

FROM Distributed ... TO Linux on System z ...

Hardware infrastructure 45 x86 (HP + Dell) IBM System z10 Enterprise Class

Footprints 45 1

Cores 111 4 IFLs

Average utilization Less than 10% 60%

Peak utilization 35% 85%
# DBs, size of DB 111 Oracle DB 111 Oracle DB
Application Oracle 10G databases Oracle 10G databases
(0} Linux Linux on System z + z/VM
Energy usage 75% less
Floor Space usage 28% less
TCO: 5 years S4.62M $3.04M / savings: $1.58M

Summary of Benefits:
e 111 to 4 core reduction, 27:1 footprint reduction
* Up to 72% software maintenance cost reduction
* Improved application reliability, and efficient disaster recovery capabilities
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Following is some more information related to previous slide which involves a large bank

The figures should start to look pretty familiar and consistent by now, ratio of about 30 distributed cores to 1 IFL and very low average utilization of 10% for distributed servers, and even the peak of 35 % is relatively low. The mainframe represents a much more desirable utilization scenario. 

Again the TCO study over 5 years, which is a very credible time period to analyze, results in $1.58M in cost savings
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financial customer saves 95% on power and cooling

Hardware infrastructure

FROM Distributed ...

Sun and HP servers

TO Linux on System z ...

IBM System z10 Enterprise Class

Footprints 61 1

Cores/Memory 442 cores / 1440 GB 16 IFLs / 82 GB

Average utilization 13.3% 40%

Peak utilization 28.7% 92%
# DBs, size of DB 61 61
Application Oracle databases Oracle databases
(0} Sun Solaris Linux on System z + z/VM
Energy usage

Power & cooling (Whr) 345,618 Whr 14,766 Whr ->95% less

Heat (BTUs/hr)

737,030 BTUs/hr

39,648 BTUs/hr ->94% less

Summary of Benefits:

e Software savings, energy requirements reduced, better utilization

maymainframemadness 2012
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Following is a different case study, comparing the same things as in the previous one but again involving Oracle databases. 

Again, utilization and core comparison ratios are consistent with other examples. This one goes into more specifics on energy usage, and savings of 95% with power and cooling is just simply enormous for anyone concerned with costs savings (which today is everyone) 




achieving Linux on System z cost saving benefits

optimized utilization

Optimizing CPU utilization is how
organizations are achieving
significant cost savings benefits with
Linux on System z

Financial system — 27 IFLs on one
' CEC running 85% utilization

Key to high processor utilization
is proper systems management

Crédi card company —runs 12 IFLs

& consistently above 95% utilization
_—
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I think we’ve already established that one of the keys to achieving these types of cost saving benefits is optimizing utilization ….

As we all know the mainframe has inherent strengths due to its architecture, enabling such as things as resource pooling and multi-tenancy all under the most advanced hypervisor available today in z/VM. It’s these sort of capabilities, when combined with features such as capacity on demand, that make this platform so relevant for cloud computing and we’ll cover this some more a little later. 

The bottom line is that optimizing CPU utilization is how organizations are achieving significant environmental and cost savings.  To get high utilization requires advanced operations and performance management, as well as automation.  These are management disciplines that are unsurpassed on the mainframe, and increasingly becoming more mature for Linux on System z.
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CA Solutions for Linux on System z

strategy

= Simplify the management and
security of Linux on System z

SEIE with a comprehensive and

integrated management suite

___ ™ Make Linux on System z a cost-
effective choice for customers

T Agility delivered - allow clients
to quickly deliver capacity on
demand with Linux on System z

Optimized
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CA solutions for Linux on System z

comprehensive, best in class portfolio

CA Cross Enterprise APM

T CA VM:Secure
CA VM:Director
CA Gen CA VM:Archiver
' Application
—Eh Performance
3

Management

CA SiteMinder Web Access
CA Access Control

CA Top Secret® for z/VM
CA ACF2™ for z/VM

CA VM:Secure

CA Workload Automation Agents

i)

Workload )
Automation Linux on System z Security

Linux Linux Linux Linux Linux

Application -
Development Provisioning

CA VM:Backup

: 3 CA VM:Tape
@ UPSTREAM for Linux

Velocity —

zVPS™
Performance Suite

on System z
Performance Data

CA VM:Manager Suite A CA VM:Operator™
for | CA SOLVE:Operations
Automation

Linux on System z
Event

z/VM .
T Automation

Marag
MayEIT EIEMagnNess 2oz
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CA Technologies provides a holistic approach to help customers more efficiently manage and protect Linux on System z with reduced costs and improved performance. 

CA Solutions for Linux on System provide a comprehensive, integrated set of solutions that provide the scalability customers need to grow their business and reduce the time, cost and risk of consolidating workloads to Linux on System z. 

Cross-platform solutions from CA Technologies enable customers to integrate z/OS, z/VM, Linux on System z and distributed resources to deliver maximum IT value.





how are organizations using Linux on
System z?




how are organizations using Linux on System z?
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how are organizations using Linux on System z?

System z

Add IFL engines to
existing mainframe
to provide Linux
capacity

No increase in power or
floor space requirements
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how are organizations using Linux on System z?

System z

Add IFL engines to
existing mainframe
to provide Linux

capacity

[ Linux [ Llinux | .
floor space requirements
INUX Inux

No increase in power or

z/VM

Deploy workloads
on virtualized Linux
servers running
under z/VM

18 ma\/mainframemadness 2012 Copyright © 2012 CA. All rights reserved. m

technologies



how are organizations using Linux on System z?

System z

Add IFL engines to
existing mainframe

HiperSockets connect HiperSockets to provide Linux
z/0S and z/VM LPARs capacity

Remove communication traffic
f k . - floor space requirements
rom corporate networ

Eliminate need for firewalls,
switches, routers, etc...

No increase in power or

z/VM

Lower cost and increase
bandwidth

Deploy workloads
on virtualized Linux
servers running
under z/VM

Provide greater network
security
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=
what workloads are being moved to Linux on System z?

— Web Servers — Apache, WebSphere IHS

— Web Application Servers — WebSphere WAS

— Development — coding, testing, QA

— Databases — Oracle, MySQL, DB2 for z/0S

— Applications — SAP, Cognos, Lotus Notes Domino

— Linux on System z application characteristics:
— Web applications that access z/OS database

— Have high disaster recovery requirements
— |/O-intensive applications

— Have requirements for real-time server provisioning that
may peak at different times
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So what are the key workloads being deployed on Linux on System z? We are consistently seeing organizations using zLinux for the workloads listed here…
zLinux as a Web server or a Web App server are common uses of Linux virtual machines. 
Running of relational databases such as Oracle, MYSQL, and DB2 all fairly popular on Linux on z. 
Providing developers zLinux virtual servers for coding, testing and QA environments is a very common and logical use of the platform. 
Customers use Linux on System z to run their messaging and collaboration applications such as Lotus Notes and Domino 

Customers are also deploying a variety of in-house applications to Linux on System z.  Characteristics of these applications include:
Those requiring tight connection to existing DBMS, and/or transactions and applications running under z/OS or z/VSE. …for example a web application running on zLinux, but accessing data on a database on z/OS. The “hypersocket” feature of the zSeries boxes allows zLinux applications to access data on z/OS extremely efficiently via in-memory network connections.
Applications that have high disaster recovery requirements, where both availability and failover is critical are also great candidates for zLinux
Applications that are I/O intensive …the mainframe has always had superior I/O capabilities and these have been inherited by Linux on System z.
One final and important characteristic, is Linux on System’s capability to support applications that have real-time provisioning requirements. zLinux Virtual machines can be rapidly provisioned and de-provisioned ….. this will become even more important to point out as we begin positioning our plans for extending AppLogic to support mainframe Linux cloud deployments.








managing and securing z/VM virtual
environment




()
automate z/VM management

z/VM Challenges Provisioning BaRC:S“tf’)rge‘
— Growing Linux workload capacity
— Managing and securing z/VM and Linux Streamline
environments and

: : Automate
— Reducing time and cost of manual tasks

Virtualization

— Controlled, safe resource sharing

— z/VM performance monitoring Event
Security Automation

— Device sharing, media protection

How CA Helps You Address these Challenges

— Reduce human intervention and errors

— Remove complexity and lower costs for both z/VM and mainframe Linux
environments by automating routine, labor-intensive tasks

— Scale to handle large Linux deployments with thousands of virtual Linux guests
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With CA’s z/VM Management solutions, you can streamline and automate management of your underlying virtualization platform. Safely control and share z/VM resources and monitor z/VM performance.



»
CA VM:Manager" Suite for Linux on System z

new releases of CA z/VM products simplify environment

Security Operations Management
CA Top Secret” for z/VM CA VM:Operator™
CA ACF2™ for z/VM CA VM:Schedule™
CA VM:Secure CA VM:Spool™

Linux on System z

Linux Linux Linux Linux Linux

CA VM:Sort™

Disk Storage Assets CA VM:Batch™

oot
CA VM:Director™ c ..
Provisioning
CA VM:Director™
Storage Backup/Recovery CA VM:Secure
CA VM:Backup™ (HiDRO) CA VM:Archiver™
CA VM:Archiver
Resource Chargeback Tape Management
CA VM:Account™ Performance Tuning CA VM:Tape™
CA Explore® Performance CA Dynam/T for z/VM
Management for z/VM

CA VM:Operator™
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Mainframe sites typically use z/VM as a host environment for provisioning other operating systems, including Linux on System z. 
CA provides z/VM Solutions that address all key areas of z/VM management such as:
Fully secure z/VM environment
High speed disaster recovery for virtual servers
Automated routines for server provisioning/cloning
Start/Stop/Healthchecks for mainframe Linux servers 
Automated scheduling and operations facility to ensure critical business functions are not overlooked
Interfaces to system management products on z/OS and z/VSE 

Many new releases of these CA VM:Manager Suite for Linux on System z products were rolled out in May 2011, when we implemented new features that help customers to install, deploy, and service CA’s z/VM products more effectively and quickly.  This includes “CA Mainframe VM Product Manager” which is a tool to automate install, deployment and maintenance. If you’re familiar with MSM, the objective is similar. We are also now adhering to VMSES industry standards for installation and maintenance. It’s all about helping you save time, reducing the chances of human error and consistent standards and processes.



optimizing Linux on System z performance




Velocity zZVPS™ Performance Suite

optimize z/VM and Linux on System

VELOCITY Velocity zVPS™ Performance Suite

Combine multi-platform system management

Recognized leader in z/VM and security expertise from CA Technologies...

and Linux on System z
performance measurement
and capacity planning

...with the performance measurement expertise
from Velocity

— Complements CA VM:Manager Suite for Linux on System z with best in class
performance management for Linux on System z

— Operational alerts can be viewed in:
— CA SYSVIEW® Performance Management
— CA NetMaster® Network Management
— CA OPS®/MVS Event Management and Automation
— Data can be processed in CA MICS® Resource Management for chargeback

— Data captured at the process level
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In addition, CA now also resells the Velocity zVPS Performance Suite as a compliment to the CA VM:Manager Suite for Linux on System z 

zVPS provides enhanced capabilities specific to z/VM and Linux on System z performance management and capacity planning



()
Velocity zVPS™ Performance Suite

key capabilities

Performance Analysis

Summy

Veloaty Softwads - ESALPS
Linux Memory Analysis for all nodes

— Real-time metrics on all facets of performance for
all servers including z/VM, Linux on System z and
distributed servers

wwwwwwwwww
Mo

oailibl Rorage W Ovrhead Slorage @ Bulered Slorage @ Cached oragi
Gwap Spac kvall @ Swap Spacs Usid

— Enables immediate analysis of real-time problems

4
Velacity Sofiwada . (SALPS o 2 [ W vetocity Sonwaa . (SALPS o B
Linux Switch Rate Linux Swap Space Used

Jnm

[ RHELSSRY & LINUK123 i SLESSRY m LINUXT21 - LINLI120 i L1 2] [ RHELSSRY i UNUIX123  SLESSRY m LINUII 21+ LINU20 s Lt 22]
Tal r1_Fi Tal

Capacity Planning

— Providing trend data for projecting capacity
requirements of future workloads

Fescest Swap SpacedUssd

..
TiFna

— Interfaces to popular enterprise capacity planning
facilities console Graphical display of up-to-the-minute
Linux on System z performance data

Chargeback and Accounting

— Delivers data needed for chargeback and accounting, with complete and accurate data for
both Linux on System z applications and z/VM virtual machines

Operational Alerts
— Performance and capacity issues can be immediately detected and reported
— Provides alerts via a 3270 interface, web-based browser, and via SNMP alerts to integrate into

your management console
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The Velocity zVPS provides these four areas of performance management:

Performance analysis - Focusing on resolving current performance problems with mainframe Linux and z/VM, with some excellent graphical displays

Capacity Planning - Providing trend data sufficient for projecting requirements of workloads in the future
Full function mixed mode capacity planning that can be user defined for daily, weekly, or monthy charts with interfaces to planning tools such as MICS

Chargeback and Accounting  –  The ability to charge users and user departments for the resources they use.  For example, charge a Websphere application for the CPU seconds used. 

Operational Alerts – Automate performance problem determination to immediately alert operations of any problems impacting service levels.  Some installations manage hundreds of servers.  They need tools that provide alerts on things like looping processes, disks filling, storage issues, and more.  (This information can even be transmitted to smart phones.)


getting started with Linux on System z consolidation

use benchmarking to bridge the IT operations-business gap

How do we get started?

“We have IFLs but are not using
them, how do we get started?”

“How do we determine which
workloads would be good to
consolidate to Linux on System z?”

How do we get buy-in across
organization?

27

“We’ve identified good workloads,
but...
...how do we get buy-in to move
forward?”

maymainframemadness 2012

IT Executives

Help IT make decisions based on
delivery of business services at an
optimal performance and cost.

Operations Managers

Provide detail performance data

- for both Linux on System z and
distributed workloads for accurate
comparison and analysis.

Business Owners

l‘alhf“'&.

Use accurate and detail data to
show businesses how their SLA’s
| can be met at a lower cost.
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Main Point:  Sometimes organizations recognize the benefits of consolidating to Linux on System z, but have a difficult time knowing how to get started …especially if they are having issues getting buy-in from across the organization.

Using Velocity to gather performance benchmarking data from both your distributed platforms and Linux on System z can help you bridge this gap. 
CLICK SLIDE:
You can address needs and concerns of the various stakeholders and decision makers across your organization…
CLICK SLIDE:
For example, IT executives want to know:
That IT can meet their business demands at the lowest possible costs
They need to be able to make IT decisions based on business service facts…not technology issues in a vacuum.
CLICK SLIDE:
Operations Managers need to provide the most accurate and complete data possible to enable address executive questions and help them make informed  decisions. 
CLICK SLIDE:
Business Owners  
Just want assurance that their service level agreements are being met, and 
That IT is doing everything possible to minimize operations costs (while also reacting quickly to business opportunity and and providing the reliability and scalability they need to grow their business, without increasing costs). 



()
zVVPS data collection

comprehensive view of performance data

IBM System z Distributed Servers (x86)
vmware:
£7 Windows

UNIX®
Lanux
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When planning a
consolidation project,
gather accurate data
and execute
benchmarks to
determine the best
platform to run your
workloads

Linux on System z
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zVPS monitors and measure activity of Linux on System z in addition to distributed servers like VMware, Linux, HP, Windows, and more

This assists with capacity planning, and executing benchmarks to determine the best platform to run your workloads

zVPS allows the customer to measure the activity level of any server in the network that z/VM has been given access to.  This includes processor and storage utilization down to the process and user level.

zVPS can be a very valuable tool for your all important TCO study.


http://www.vmware.com/
http://windows.microsoft.com/en-US/windows/home

protecting Linux on System z application
and system data




()
UPSTREAM for Linux on System z

best-in-class data protection

§_ge INNOVATION®
O™ DATA PROCESSING

— Fast, scalable and highly reliable backup
and recovery for Linux on System z

Peace of
Mind

Business

. — Only solution that will backup up to z/0S
Continuity

— Leverage existing z/OS skills and
infrastructure for operational efficiency

— Rely on proven z/0S disaster recovery
strengths
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Integrated backup/restore solution suite for Linux on System z

Capabilities are provided at the file level directly to z/OS mainframe tape or DASD

Uses the z/OS tape management, security and scheduling systems, to allow multiple simultaneous backup and restore operations

Integrates the backup of critical Linux on System z data into existing z/OS disaster recovery plans and processes 


()
UPSTREAM for Linux on System z

leverage existing z/0S infrastructure

— Leverage existing z/OS infrastructure including tape
management, security and scheduling

— Automate and integrate backup operations with
CA 7® Workload Automation and CA OPS/MVS®
Event Management and Automation

— Control retention and manage backup tapes with
CA 1°® Tape Management

— Control access to backup and recovery operations
through CA ACF2™ or CA Top Secret®
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Backup to z/OS – key differentiator 




UPSTREAM for Linux on System z

architecture

Syst
UPSTREAM z/0S Storage o wmeme
[

HiperSockets
UPSTREAM is only data

protection solution that
provides backup to z/0S
storage server

Enabling backup to z/OS

tape or disk

Tape

UPSTREAM Backups
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(build)
UPSTREAM Linux on System z Clients
UPSTREAM agents run on Linux servers to protect Linux data

(build)
UPSTREAM z/OS Storage Server
UPSTREAM is only data protection solution that provides backup to z/OS storage server
Enabling backup to z/OS tape or disk, which typically entails greater reliability and compliance
For increased reliability and compliance

(build)
UPSTREAM exploits HiperSocket Technology 
Takes backup and recovery off corporate network 
Protect very large amounts of data without negatively impacting corporate network




additional CA solutions that optimize
Linux on System z




CA Mainframe Connector for Linux on System z

z/VM z/0S
Linux ( Connector CA
Linux Linux SOLVE:Operations

: Agent
Linux
Linux| syslog
. daemon
Linux IP CA Mainframe
Network Connector for
Linux on System z
CA OPS/MVS
z/VM Connector (May 2012)
Agent

Cross-platform automation and integrated message handling for Linux on System z
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CA Mainframe Connector for Linux on System z connects CA OPS/MVS and CA SOLVE:Operations Automation with z/VM systems and their z/Linux guests via IP Connections

Linux on System z and z/VM unsolicited event traffic is normalized and merged with other z/OS console messages 
Linux on System z and z/VM command-and-response functions are available and behave like a specialized z/OS system commands

Available with CA SOLVE:Operations® Automation R11.9 and the new release of CA OPS/MVS® Event Management and Automation available May 2012 

If you are an existing CA SOLVE or OPS/MVS customers – this capability is available to you FREE as part of maintenance. 



VM and Linux resources managed from one pane of glass
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automate z/Linux operations
command and response function
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CA solutions for flexible workload automation

Challenge

— Need to streamline management of
workloads running on Linux on System z

Linux on System z
— Require support across multiple platforms

CA Cross-Platform Workload

Automation j
A hedull i =
— Automate scheduling, execution . rklmaén,:ratm; o Distributed
and tracking of important Linux orikioad Automatio Workload Automation
CA Workload
on System z workloads Automation ESP Edition CA Workload
Automation AE
. . CA Workload
— Collaboratively run Linux on Automation CA 7@ Edition
System z workloads using CA CA Jobtrac™
. N Job Management
mainframe and distributed y
CA Schedule
workload management products Job Manage
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CA has the leading world-class workload automation and job management solutions in the industry.  These solutions such as CA ESP Workload Automation, CA 7 and CA Autosys Workload Automation provides a collaborative solution across mainframe and distributed workloads for Linux on System z.  Support for CA Jobtrac, CA Scheduler and CA Unicenter Job Management is also provided.


O
secure entire z/VM and Linux on System z infrastructure

CA Top Secret® for z/VM
CA ACF2™ for z/VM
CA VM:Secure
CA SiteMinder® CA Access Control CA PAM Client for Linux
Web Access
Resource protection for z/VM
and Linux operating system
resources SUCh as programs, |ntegrated user
Application security files, directories, etc. R et cation
for web applications
running on Validate Linux

Linux on System z identities against
existing z/0OS or

/VM user definitions

Web Enabled Java
Applications

Linux on System z
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CA provides comprehensive security solutions that can secure your entire zLinux infrastructure:

From securing your z/VM and mainframe Linux operating environment by authenticating and validating users 

To protecting your Linux system resources such as programs, files and directories using the various security solutions listed

As well as securing your web applications that may be running on your mainframe Linux environment  


additional CA solutions supporting Linux on System z

CA Easytrieve®

CA MIM™ Resource Sharing

CA Gen

CA XCOM™ Data Transport

CA Storage Resource Manager

CA Workload Automation

CA SYSVIEW?® Performance
Management

CA APM (formerly CA Wily)

CA SiteMinder® Agent

CA ControlMinder

39
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Information retrieval and report writing for Linux on System z

Automate resource sharing for storage and tape devices and improved
console management.

Modernize applications to Linux on System z using model-driven
development; reuse assets and migrate without rewriting code.

Reliably and securely transfer mission critical data across multiple
platforms including Linux on System z.

Enterprise wide view of storage resources across multiple platforms,
including Linux on System z.

Automate scheduling, execution and tracking of Linux on System z
workloads using CA mainframe or distributed workload management
solutions.

End-to-end view of web enabled Java applications running on Linux on
System z; understand where in the stack problems may be occurring.

Monitor performance of Linux on System z web enabled Java
applications and troubleshoot problems before they occur.

Secure web applications running under Linux on System z.

Control access to Linux on System z servers, applications, and devices
through host access control and privileged user management.

Copyright © 2012 CA. All rights reserved. .
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CA Linux on System z Solutions
Strategy and Roadmap




Linux on System z overall strategy

— Simplify the management and security of Linux on System z
with a management suite

— Deliver a management and security suite for Linux on System z that
can be managed by both mainframe and distributed staffs

— Empower customers with the ability to consolidate distributed
Linux servers onto Linux on System z

— Make Linux on System z a cost-effective choice for customers
— deliver a full lifecycle management solution for Linux on System z
— Agility delivered
— allow clients to quickly deliver capacity on demand with Linux on

System z
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We’ve established the economics of the platform, including both technical and financial benefits. Our goal is simply to help our customer further exploit these benefits.

We covered many examples of how the mainframe compares more than favorably with the distributed platform. It’s one thing to go through all the TCO studies and establish likely benefits, it’s another then to put the plan into action. By helping customers actually consolidate distributed servers to System z in the most automated and cost effective way we are helping our customers exploit the platform, and this is certainly a key focus area for us.

We’re also coming across many organizations that are centralizing their Linux support teams, doing away with aligning by platform. We want to help such teams share skills and tools so that they break down mainframe vs distributed barriers. 



=
Roadmap Overview

— Day One support for future z/VM and Linux on
System z distributions

— Exploitation of z/VM Single System Image

— Deliver additional products in IBM VMSES/E
format in support of CA’s Next-Generation
Mainframe Management strategy
— CA Dynam/T Tape Management for z/VM
— CAVM:XMENU
— CAVTERM
— CA Top Secret and CA ACF2

— Deliver enhancements to improve Linux guest
management and as a foundation for Cloud
solutions

— Deliver enhancements in response to

customer demand
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Day one support of new z/VM releases and Linux on System z distributions, with exploitation if possible or soon after 

z/VM 6.2.0 (GA December 2011) introduced Single System Image (SSI) architecture, allowing up to 4 z/VM systems to be managed as a single VM image for purposes of workload balancing and non-disruptive maintenance. A key feature will allow relocation of a running Linux guest from one z/VM system to another. 

Late last year we delivered new releases of the following products to support SSI:

CA VM:Director and CA VM:Secure enhanced to support the shared VM Directory controlling the SSI cluster. 

CA VM:Spool was enhanced to support changes in VM spool processing in an SSI cluster. 



()
Improve capability to manage Linux on System z

— Integration of zVPS and UPSTREAM for
Linux on System z with CA VM:Manager
Suite to enhance management of z/VM
and Linux on System z environments

— modernize the user interfaces

— simplify reporting capabilities

— automate and simplify Linux on System z
provisioning

— CA VM:Operator enhancements to
allow simpler and more secure
automated management of Linux on
System z guests
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VM:Operator is our automated console message management product within the VM:Manager Suite, and this is an example where we want to take advantage of technology like the Linux Connector to process messages from Linux on System z to VM management products as well as z/OS event management products. The benefit these products provide, reducing human intervention by automatically recognizing and responding to messages, is totally consistent with our strategy and while the discipline of message management has been around forever there are still enhancenments to be made in this area.


Velocity zVPS Performance Suite

possible integrations

— VM:Secure and VM:Director

— Provide interface for dynamic creation of zVPS virtual machines during
installation

— Top Secret, ACF2 and VM:Secure

— Provide interface to dynamically define security policies for zZVPS virtual
machines during installation

— VM:Operator

— Current integration involves messaging OPERATOR from zVPS

— Provide MONALERT file with standard alerting format for VM:Operator
(and possibly a MONALERT for SPECTRUM traps)

— Policy package for with routing tables, default actions and scripting
based on a best practices guide
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With zVPS, and the rich performance data it extracts, there many opportunities to provide valuable integration with other products in our suite.  Here’s a just few which include:

zVPS supporting VM:Secure and VM:Director for dynamic virtual machine creation

Additional security enhancements so that zVPS can define security policies using Top Secret, ACF2 and VM:Secure

We’ve already mentoioned VM:Operator as an opportunity for better message management


()
Velocity zVPS Performance Suite

possible integrations (continued)

— VM:Account
— Collecting zLinux performance metrics from zVPS
— Wily APM

— Integrate zVPS performance and status metrics as an agent to APM’s
Enterprise Manager and workstation

— SYSVIEW

— Integrate zVPS performance data and metric directly into SYSVIEW
— Perhaps these metrics feed into Wily APM
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VM:Account could collect performance metrics from zVPS

We mentioned APM works with agents to perform end-to-end performance management for applications that include a Linux on System z component, and this is where zVPS can serve as an enhanced agent for performance and status metrics due to it’s superior capabilities

Similarly, integration directly into SYSVIEW which is already a key component of our end-to-end APM solution


UPSTREAM for Linux on System z

possible integrations

— Vantage SRM
— Integrate UPSTREAM backup details and status for zLinux

— Chorus for Mainframe
— Integration of UPSTREAM into Storage Role

— May be able to obtain from Vantage integration

— OPS/MVS and SOLVE:Operations

— Policy package for UPSTREAM Storage Server events based on best
practices guide

46 maymainframemadness 2012 Copyright © 2012 CA. All rights reserved. .



CA Applogic® — what is it?

CA Applogic is a turnkey cloud computing platform

Enables enterprise customers to
quickly provision, deploy, and
manage cloud applications and
supporting infrastructure
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AppLogic software replaces IT infrastructure such as firewalls, load balancers, servers and SANs with pre-integrated and pre-tested virtual appliances. Each appliance runs in its own virtual environment, and includes the hypervisor to access your hardware, an operating system, application code, storage volumes, resource properties and inputs/outputs. It actually appears as a separate physical server to the software that runs inside the appliance.

With the input/output properties, infrastructure is assembled visually, on a grid, and stored as part of the application. The infrastructure is essentially disposable; it's instantiated on the grid when the application is run, maintained while needed, and disposed of when the application exits. It’s managed as a single entity, with AppLogic managing all the interdependencies within the application, so it’s easier to manage. All the appliances, or components of the application, share the same lifecycle characteristics. 

Much more than just virtualization and server centric, this is true application-centric cloud computing.



()
CA ApplLogic — how does it work?
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Typical hardware in a datacenter, Router, Gateway, SAN, web servers, database servers, etc.
You either have dedicated boxes where specific applications run on specific servers OR in a virtualized environment, multiple applications can run on a single server
Your business revolves around the services provided by the software in your datacenter.  But why are you spending all this time managing the hardware?
Click 1 – instead, with AppLogic, we abstract the software from the hardware in effect commoditizing the hardware, creating a resource pool of pure compute power and focusing the effort on running the applications at the software layer
Click 2 – Now that the software is abstracted, AppLogic transforms the applications into virtual appliances.  Using an object oriented canvas you can pull in these pre build appliances, connect them together with a point and click and run them instantly
Click 3 – AppLogic now takes these virtual appliances, determines the best place on the Grid to run the appliance and places it on that server. 
Click 4 – But what if that server goes down? With automatic high availability, AppLogic’s automatic RAID 1 mirroring of appliances and applications, allows AppLogic to determine there is a problem and simply bring the appliance up on a different server where it is already available. 



CA ApplLogic — more than virtualization
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Virtual Appliances – includes the hypervisor to access your hardware, an operating system, application code, storage volumes, resource properties and inputs/outputs

Catalog of Appliances – ships with 40+ pre build appliances

String together appliances and create template applications that can be easily copied, provisioned and deployed

Network, Scale and Migrate an Application straight from the UI




= CA AppLlogic for Mainframe

use cases for mainframe as part of a cloud strategy

— Focus on managing complete services, in a scalable, dynamic way

— Initial target use cases:
— Migrating distributed workloads to Linux on System z
= Candidates are those that connect to z/OS
— Creating new workloads on System z

— Allow use of Compound Services that cross platforms

— The combination of low cost, massive scalability, reduction in network and
hardware needs is driving re-hosting efforts across many customers. CA
AppLogic can be an accelerator of these trends by removing technical and
political barriers.

— In general, use of the mainframe platform as a cloud delivery platform
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The mainframe will look and feel the same, but consider the additional benefits provided by the mainframe:

World-class level of RAS (reliability, availability and serviceability)

A single System z196 server will be able to host dozens of AppLogic grids, each with hundreds or thousands of virtual appliances.

Energy efficiency - single System z196 server can host thousands of Linux on System z applications, effectively replacing the need for hundreds of distributed servers and their required network fabric.

Performance - because all of the applications and appliances will be hosted within a single LPAR there no physical networking resources

Capacity on demand - controlling capacity can be as simple as defining the capacity of the containing LPAR. 

Near instantaneous provisioning of new appliances

Easy connectivity to z/OS Resident application and database servers


CA AppLlogic encompassing Linux on System z and z/0OS
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The datacenter of the future is truly integrated, agile and responsive to immediately detected needs.  Everything is “cloud-like,” whether internal, external or hybrid. 
 
Customer has significant e-business footprint.  Their market analysis shows that their capacity needs increase and decrease during certain predictable timeframes. Customer has built an infrastructure with the app layer running on zLinux, with z/OS serving transactions on CICS and DB2 database.  
 
We start the demo seeing the customer’s infrastructure on AppLogic. We have 6 web servers (Apache running on xLinux) through load balancers to 2 app servers (TOMCAT running on zLinux) and 2 database servers (DB2 and CICS, running on z/OS). At this current/initial state of the app only 3 web servers and 2 app servers are active.
 
We then have the infrastructure of the application under load. We have all 6 web servers (Apache running on xLinux), 5 app servers (TOMCAT running on zLinux) and 2 database servers (DB2 and CICS, running on Z/OS) running to accommodate the demand.
 
In addition, the hosting z/VM image is upgraded to 50% more capacity via CoD (capacity on demand) and the 2 z/OS images are increased in size by 50% via CoD.  Talk about how this is all done by policy, that the increase in application capacity on each tier is based on the capability of that tier…zLinux scales ok, but the Tomcat server and app top out and additional servers horizontally are needed.  The z/VM container is increased to enable the zLinux growth without contention for processor resources.  DB2 and CICS simply are able to make use of the additional MIPS without adding any new CICS or DB servers. 
 
This would normally take a fair amount of sequenced human activity or very complicated automation to achieve, but with AppLogic, it’s all in the box.  The customer can simply string together the various bits and AppLogic will pull the right strings. Point out that in the future we will allow a customer to deploy bits of the application into a cloud provider, like Amazon EC2 or Google App Engine.
 
We then note that the need for extra capacity has ended and we are watching AppLogic tear down the infrastructure…turn off CoD, deprovision the zLinux and xLinux images and tear down the extra load balancers.
 


Summary




()
CA Technologies cross-platform enterprise management

Systems
Management

Performance and
Capacity Management

Data Protection and
Disaster Recovery

Security
Management
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CA differentiation:

CA provides a comprehensive portfolio of management solutions (ranging from systems, operations and performance management … to data protection, disaster recovery and security management)  - which enables comprehensive “holistic” management approach across the enterprise

For example for performance, we have Wily for distributed performance, Sysview for z/OS performance and now Velocity for Linux on System z and z/VM performance. Last year we implemented integration between Wily and Sysview, to provide a cross-enterprise APM solution. Further integration is planned between Velocity zVPS and Wily to extend that capability. 

Similar with System and Operations Management, in regards to things like Workload Automation and Job Scheduling. For example:
CA Workload Automation tools work together across platforms to provide flexible cross-enterprise scheduling, automation, etc. 
CA Mainframe Connector for Linux on System z also now provides cross-platform integration of command and event flows for Linux on System z and z/VM environments from z/OS using SOLVE:Operations (with plans to extend this to OPS/MVS), for increased visibility and control.

And products such as Velocity can send alerts to VM:Operator, Sysview, NetMaster, OPS/MVS to notify system admins of performance threshold on zLinux, etc. for your platform of choice.)

We have best in class security products that work across platforms and have now extended our disaster recovery capabilities to include Linux on System z (again, integrated with the z/OS DR infrastructure).  
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CA management for Linux on System z

comprehensive, best in class portfolio

CA VM:Archiver™
CA VM:Manager™ Suite CA VM:Director™

for Linux on System z Systems CA VM:Schedule™

S Management [IAMVAN
CA Workload Automation g CA VM:Operator™

CA VM:Tape

Performance BRALEEA Lok
and Capacity Performance Suite
Management

Data
UPSTREAM for .
Linux on System z Protection

CA VM:Backup (HiDRO) IENT RV (s
Recovery

CA Top Secret® for z/VM
CA ACF2™ for z/VM
CA VM:Secure

CA VM:Secure
CA VM:Director™

G-  CA VM:Archiver
CA Applogic for Mainframe (2012)

Security
Management

ca.com/mainframe/linux
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for more information

— Join me in the Linux on System z
booth where | will be available for an
informal Q&A

— Check out the many presentations,
analyst ROl papers and best practice
documents

_ — Take the Linux on System z and
Linux on System z offers Cloud surveys

significant cost savings...

— Contact me at john.klonaris@ca.com
..but who can help you

optimize it?

CA Technologies can
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Thanks for joining us.   At this time we will take some questions.  

Please use the Q&A box in the window to ask a question.   If you are viewing this presentation after the live day, on-demand, you can still ask a question and we will answer you via email.   

Again, thank you for joining and please visit us in the xyz Booth in the Exhibit Hall (or your own call to action).  
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