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Agenda
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• IBM Cloud Infrastructure Center – Overview
• Use Case
• Opportunity
• Red Hat OpenShift z/VM UPI install with IBM 

Cloud Infrastructure Center
• Cloud Infrastructure Center Telemetry Data 
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Your IaaS solution for IBM Z and LinuxONE

Continuous 
DeliveryIaaS – Solution

PaaS Integration RH CoreOS 
provisioning

IBM Cloud Infrastructure Center



Compute

IBM Cloud Infrastructure Center

Platform-as-a-service (PaaS) layer 

Cloud management tooling

Infrastructure resource layer

Infrastructure-as-a-service (IaaS) 
layer

Self-Service portal

Other 3rd

party tools

Storage Network

Replays the request to the infrastructure resources

End users
(multiple personas, such as service consumer, developer, admin, …) 

Requests resources with Cloud Infrastructure Center

End users use the self-service portal or operate with the cloud mgmt tools

VMware
vRealize

Red Hat
OpenShift

Red Hat
CloudForms®

Red Hat
Ansible® Terraform

Connecting the layers of 
cloud computing enables 

businesses to integrate IBM 
Z/LinuxONE infrastructure 

across the enterprise 

Integration of IBM Z/LinuxONE with cloud management tools



Infrastructure 
management Cloud automation Cloud integration

Instantiate, define, capture, 
and manage the

lifecycle of virtual machines
on IBM Z / LinuxONE

Automate the cloud 
infrastructure management
via industry-standard APIs,

while leveraging IBM Z / 
LinuxONE investments

Integrate the IBM Z / 
LinuxONE-based 

cloud infrastructure
across the enterprise

by connecting the layers of 
cloud computing

Automated infrastructure mgmt. – Agile & cloud native dev. – Hybrid cloud integrationCustomer 
needs:

5

Use cases of IBM Cloud Infrastructure Center
Foundation for scalable IaaS cloud management across the enterprise



Image file
Image Active

Shutdown

Deleted
Create

Deploy
Template

Create

Deploy

Deploy

Capture

Stop Start

Delete

VM Life Cycle

Value
• Start, Stop, Delete and Restart of 

virtual machines 

• Quickly deploy by launching a stored 
image or utilizing a template

• Capture/Snapshot and maintain a 
library of images

Infrastructure Management
Virtual machine lifecycle and provisioning



Automation of cloud infrastructure

End users can consume required services from the service catalogue in the 
self-service portal, without worrying about infrastructure details or acquire
deep technical skills.

IBM Cloud Infrastructure Center

End users

OpenShift admin

Self-Service Portal

Lifecycle mgmt. of 
virtual machines

Template and Image 
deployment

...

Inserts 
updated 
and new 
services

App developer Cloud admin

Cloud automation, 
built on industry-
standard APIs, 

provides high level of 
investment 

protection as the 
cloud platform is 
abstracted by the 

IaaS layer.

Service CatalogConsumes 
services 
offered in 

the catalog



Service 
Portal

Red Hat tooling

VMware

Terraform …

Enterprise Cloud 
Management 

Solution
Cloud Admin

End user

Via OpenStack compatible APIs, IBM Cloud Infrastructure Center allows for easy integration 
with cloud management tools to provide an out-of-the-box experience to end users.

Consumes 
services via 

Service Portal

Integrates 
Z/LinuxONE-based 
services with cloud 

management 
tooling via Cloud 

Infrastructure 
Center 

OpenStack compatible APIs
IBM Cloud Infrastructure Center

Services
running in Linux virtual machines on

IBM Z / LinuxONE

Integration into enterprise cloud management



Opportunities

User-provisioned infrastructure (UPI) via IBM 
Cloud Infrastructure Center
IBM Cloud Infrastructure Center supports 
provisioning of Red Hat Enterprise Linux CoreOS
Blog: Installing Red Hat OpenShift Container 
Platform (UPI) via IBM Cloud Infrastructure Center

IBM Cloud Infrastructure Center OCP UPI Ansible 
Playbooks:
https://github.com/IBM/z_ansible_collections_sampl
es/tree/master/z_infra_provisioning/cloud_infra_cen
ter/ocp_upi

Blog: Using the Ansible playbook to operate IBM 
Cloud Infrastructure Center

https://www.ibm.com/support/pages/node/6403213
https://github.com/IBM/z_ansible_collections_samples/tree/master/z_infra_provisioning/cloud_infra_center/ocp_upi
https://supportcontent.ibm.com/support/pages/using-ansible-playbook-operate-ibm-cloud-infrastructure-center


IBM CIO Office – integrating IBM Z into the hybrid cloud
Business challenge
Using a traditional IT operations model, it is hard and complex to manage the 
infrastructure assets across multiple platforms. Individual management pillars exist 
for the infrastructure components. The existing management tooling does not 
support all Linux® commands, which requires to develop scripts, and many admin 
tasks are done manually.

Transformation
As part of the consolidation of the IT environment, the transition from the traditional 
IT operations model to a cloud operations model was implemented. The tooling is 
now based on the industry-standard OpenStack APIs, which enabled the 
integration of the IBM Z environment into CIO Office’s hybrid cloud, and with the 
new user portal the user experience is strongly improved.

IBM CIO Office 
Transformed to a cloud operations 
model and integrated IBM Z into 
hybrid cloud
The company owns delivery of the private cloud strategy and provides the tools and 
infrastructure that developers and application owners use to do their jobs every day 
with speed, scale and security.

IBM Cloud Infrastructure Center provides an infrastructure-as-a-service (IaaS) layer 
for IBM Z, enabling virtual machines to be provisioned and managed and the 
automation of services, and providing a platform for building higher-level cloud 
services.

Business benefits:
Standardization
enabled the integration of all 
platforms into end user portal

Accelerates 
the entire setup, cam be done in a 
few steps, quickly and cost efficiently

Reduces
costs and complexity to manage a 
huge environment

“IBM Cloud Infrastructure 
Center allows us to 

substantially improve our 
infrastructure management 

and reduce cost & 
complexity to manage from 

simple to complex 
environments.”

—Eric Everson Mendes Marins,
IBM CIO Office

Read the full story

http://www.ibm.com/blogs/systems/ibm-cio-office-integrates-ibm-z-into-the-hybrid-cloud


Learn more

• Watch IBM Cloud Infrastructure Center webpage

• Read the technical blogs and announcements

• Check out the technical details at the IBM Documentation

• Request a demo
(if the direct link does not work, copy this URL in the browser: https://www.ibm.com/it-
infrastructure/services/client-experience-portal/offeringdetail.jsp?offid=2056 )

Get started today!

https://www.ibm.com/products/cloud-infrastructure-center
https://www.ibm.com/mysupport/s/topic/0TO0z000000RcV7GAK/cloud-infrastructure-center?language=en_US
https://www.ibm.com/docs/en/cic
https://www.ibm.com/it-infrastructure/services/client-experience-portal/offeringdetail.jsp?offid=2056
https://www.ibm.com/it-infrastructure/services/client-experience-portal/offeringdetail.jsp?offid=2056


IBM Cloud Infrastructure Center -
Red Hat OpenShift z/VM UPI
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IBM Cloud Infrastructure Center & Red Hat OpenShift 
Container Platform on IBM Z and LinuxONE
bjhuangr@cn.ibm.com

IBM Z IBM LinuxONE
IBM Z and IBM LinuxONE / Cloud Infrastructure Center / Jun 10, 2021 / © 2021 IBM Corporation 12

mailto:bjhuangr@cn.ibm.com


Agenda

l Red Hat OpenShift Container Platform on IBM Z 
and LinuxONE installation support status

l Red Hat OpenShift z/VM UPI with Cloud 
Infrastructure Center

l Comparison IBM z/VM UPI with and without 
Cloud Infrastructure Center

l Demo – Create Red Hat CoreOS virtual machine



l Red Hat OpenShift IPI vs. UPI
l IPI – installer provisioned infrastructure, full 

stack automation, cluster managed 
infrastructure

l UPI – user provisioned infrastructure, user 
managed infrastructure

l Red Hat OpenShift Z only supports UPI, not IPI
l Lots of manual steps to deploy the Red Hat 

OpenShift cluster
l Users will manage and maintain Red Hat OpenShift

cluster infrastructure

l UPI with Cloud Infrastructure Center
l Cloud Infrastructure Center provisioned and 

managed infrastructure
l Supports both z/VM and KVM UPI

Red Hat OpenShift IBM Z 
Installation Support Status



z/VM #1

OCP
Control 
Plane

z/VM #2 z/VM #3

OCP
Compute

Bootstrap

RHCOS disk
image from

http://mirror.openshift.com/

DNS server

Load Balancer

Red Hat OpenShift (OCP) z/VM UPI with Cloud 
Infrastructure Center

Image Service Compute Service

Cloud Infrastructure Center

Network Service Block Storage Service

• Image Service
• Red Hat CoreOS 

(RHCOS) image
• bootstrap ignition file

• Compute Service
• provision RHCOS OCP 

nodes
• Network Service

• RHCOS network 
configuration

• Static IP or allocate from 
IP range

• Block Storage Service
• RHCOS FCP root disk
• OCP persistent volume

• Provides OCP nodes multi-
tenancy support and life 
cycle management

Ignition

OpenStack API

Ansible

OCP
Control 
Plane

OCP
Compute

OCP
Control 
Plane

OCP
Compute



z/VM UPI Cloud Infrastructure Center z/VM UPI Cloud Infrastructure Center z/VM UPI + 
icic_ocp_upi_playbooks (Ansible)

Day-0 preparation

Download the OpenShift installation program and CLI, 
Generate install config and ignition files, Setup DNS, load 
balancer

Download the Red Hat OpenShift installation program and 
CLI, Generate install config and ignition files, Setup DNS, 
load balancer

Configure-pre-check  configure-installer-and-image
Configure-install-config Configure-install-ignition

Configure-dns configure-haproxy

Day-1 installation&configuration

Download Red Hat CoreOS kernel image and initramfs
image, send to each zvm systems

Download Red Hat CoreOS disk image and upload onto 
Cloud Infrastructure Center image service. One time effort, 
the image will be sent to each compute nodes automatically

configure-installer-and-image

Setup HTTP/ HTTPS/ FTP server, upload Red Hat CoreOS  
rootfs image and ignition config file

Ignition file can be uploaded onto Cloud Infrastructure Center 
image service

configure-install-ignition

Create z/VM userid for Red Hat OpenShift nodes Provision Red Hat CoreOS via Cloud Infrastructure Center 
(API or web UI), specify ignition file as user data when 
provisioning the Red Hat CoreOS virtual machine
Be able to create deploy template for Red Hat OpenShift 
master nodes and worker nodes

configure-bootstrap
configure-control-plane

configure-compute-nodesPrepare kernel parm file for each Red Hat OpenShift nodes

Punch kernel image, initramfis and kernel parmfile to target 
VM’s reader device

IPL from the reader, install Red Hat CoreOS via coreos-
installer

Day-2 operation

Red Hat OpenShift node life-cycle management Cloud Infrastructure Center support configure-compute-nodes

Add new worker nodes Add new worker nodes via Cloud Infrastructure Center (API 
or web UI)

-

Others like monitoring, logging .. Cloud Infrastructure Center supports -

z/VM UPI vs. Cloud Infrastructure Center z/VM UPI

• Better user experience!
• Helpful to manage and maintain Red Hat 

OpenShift  nodes!
• Easy to be integrated!

All Steps Automated!
https://github.com/IBM/z_ansible_collections_sam
ples/tree/master/z_infra_provisioning/cloud_infra_

center/ocp_upi

Benefits
• Simplified & automated installation steps!
• Less z/VM skills required!



l Create Red Hat CoreOS virtual machine
l Red Hat CoreOS image management and 

deploy template
l Upload ignition config file onto Cloud 

Infrastructure Center 
l Red Hat CoreOS network configuration
l Red Hat CoreOS boot from FCP SCSI 

disk

Demo



IBM Cloud Infrastructure Center -
Monitoring

DCC

IBM Cloud Infrastructure Center & Red Hat OpenShift 
Container Platform on IBM Z and LinuxONE
dongcc@cn.ibm.com
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Agenda

19

• Cloud Infrastructure Center Monitoring 
Overview

• Monitoring Scenarios
• Monitoring the Cloud Infrastructure Center

services
• Monitoring the virtual machines (VMs)

• Demo
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Cloud Infrastructure Center
Monitoring Overview

20

• Environment Checker
• Installation verification program

• Health Check
• Management
• Compute
• Storage Provider 

• Notification

• Telemetry Services
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Telemetry Services

21

• Compute Node
• Ceilometer polling agent

• Management Node
• Ceilometer polling agent
• Ceilometer notification agent
• Gnocchi metric Server
• Gnocchi API Server
• Panko API Server

The Telemetry services will be disabled by 
default, will need to use the following command 
to enable them before using:
icic-config metering manage-service --enable panko
icic-config metering manage-service --enable ceilometer
icic-config metering manage-service --enable gnocchi
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Hypervisor Support
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• IBM z/VM Hypervisor

• KVM Hypervisor
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Monitoring Scenarios
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1. Monitor the IBM Cloud Infrastructure Center services

2. Monitor the VM instances managed by IBM Cloud Infrastructure Center
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Scenario 1: Integrate Cloud Infrastructure Center with existing 
IT monitoring infrastructure

24

Prometheus Servers

Alert manager

Visualization & Dashboards

StorageCompute

z/VM

Cloud
Infrastr.
Center 

Network

FCP

ECKD

Controller components

VLAN

Flat

Self-Service portal Extended OpenStack APIs

Infrastructure Services

KVM

Flat

Exporter

…
k8s Clusters…

…

Exposing Cloud Infrastructure 
Center  services via the 
OpenStack Exporter service on 
IBM Z or LinuxONE Linux
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Services Sample Dashboard : service status
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Service status
• Nova 
• Cinder
• Neutron
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Services Sample Dashboard: service statistics

26

Service Stats
• Memory 
• CPU
• Storage
• Cinder
• Keystone
• Glance Images
• VM
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Scenario 2: Monitor the VM instances managed by the Cloud
Infrastructure Center 

27

Alerts

StorageCompute
z/VM

Cloud
Infrastr.
Center 

Network
FCP

ECKD

Controller components

VLAN

Flat

Self-Service 
portal Extended OpenStack APIs

Infrastructure Services

KVM

Flat
…

k8s Clusters…

…

Visualization & Dashboards

Exposing z/VM or KVM 
instances’ monitoring data via 
the Gnocchi service
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VM Sample Dashboard:  CPU/Memory utilization

28

CPU/Memory utilization based on VM

Historical data of CPU utilization based 
on VM
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VM Sample Dashboard: Network/Storage utilization
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Historical data of VM Disk I/O rates, Network 
I/O rates per VM instance
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THANK YOU
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Trademarks

Notes:  
Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment.  The actual throughput that any user will experience will vary depending 
upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed.  Therefore, no assurance can be given that an individual user will 
achieve throughput improvements equivalent to the performance ratios stated here. 
IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.
All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved.  Actual environmental costs and 
performance characteristics will vary depending on individual customer configurations and conditions.
This publication was produced in the United States.  IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without notice.  Consult your local 
IBM business contact for information on the product or services available in your area.
All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
Information about non-IBM products is obtained from the manufacturers of those products or their published announcements.  IBM has not tested those products and cannot confirm the performance, compatibility, or any other claims 
related to non-IBM products.  Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.
Prices subject to change without notice.  Contact your IBM representative or Business Partner for the most current pricing in your geography.
This information provides only general descriptions of the types and portions of workloads that are eligible for execution on Specialty Engines (e.g, zIIPs, zAAPs, and IFLs) ("SEs").   IBM authorizes customers to use IBM SE only to 
execute the processing of Eligible Workloads of specific Programs expressly authorized by IBM as specified in the “Authorized Use Table for IBM Machines” provided at 
www.ibm.com/systems/support/machine_warranties/machine_code/aut.html (“AUT”).   No other workload processing is authorized for execution on an SE.  IBM offers SE at a lower price than General Processors/Central Processors 
because customers are authorized to use SEs only to process certain types and/or amounts of workloads as specified by IBM in the AUT. 

* Registered trademarks of IBM Corporation

The following are trademarks of the International Business Machines Corporation in the United States and/or other countries.
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The registered trademark Linux® is used pursuant to a sublicense from the Linux Foundation, the exclusive licensee of Linus Torvalds, owner of the mark on a worldwide basis.
Java and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates. 
Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both. 
OpenStack is a trademark of OpenStack LLC. The OpenStack trademark policy is available on the OpenStack website.
Red Hat®, JBoss®, OpenShift®, Fedora®, Hibernate®, Ansible®, CloudForms®, RHCA®, RHCE®, RHCSA®, Ceph®, and Gluster® are trademarks or registered trademarks of Red Hat, Inc. or its subsidiaries in the United States 
and other countries.
RStudio®, the RStudio logo and Shiny® are registered trademarks of RStudio, Inc.
UNIX is a registered trademark of The Open Group in the United States and other countries. 
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